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…



What makes it possible?



Rise of Large 
Language Models

Google: PALM (540B)
April’22

OpenAI: ChatGPT
Nov’22



Four key recent innovations

Selfsupervision & Scaling up

In-context learning & prompt engineering

Algorithms: the Transformer

Reinforcement Learning from Human Feedback



What do these developments 
mean for education?
What do we need to know about the technology to be able to assess its impact 
and potential?



Can we (soon) trust the answers 
these chatbots generate?
In restricted domains: probably. In open domains: not anytime soon.



1. Selfsupervision & scaling up
LLMs are trained on ‘next-word prediction’ on gigantic datasets to generate 
plausible continuations. Truthfulness is a side-effect.



Language 
ModelIt’s hot. 

Open the … 
PREDICTION

Transformer Neural 
Network

Training 
Data

… …

door

actual next word

calculate error 
& update 

model

window

door

what

ask

10% 40%0.2% 1%

vocabulary words

Selfsupervision



100,000,000
Hundred of millions of 
words (libraries,lifetime)



10,000,000,000
Tens of billions of words 
(wikipedia)

English Wikipedia ~4B



1,000,000,000,000
Trillions of words (the 
internet)

~300 billion words (GPT3 trainset)



Can we (soon) reliably detect 
machine-generated text?
In cooperative settings: kind-of. In adversarial settings: no. 



3. In-context learning & Prompt 
engineering
Cleverly designed prompts (including instructions and examples) can make a 
general purpose LLM behave in many different ways.
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Conclusions
• Breathtaking progress, truly disruptive new technology in a field studied 

since the 1940s
• No magic, but based on 4 key innovations: scale, Transformers, in-

context learning, human feedback
• Big effort, but these models can be built for other languages, cultures and 

adapted to specific domains
• LLMs are optimized to generate plausible and pleasing responses

• Much work needed and ongoing to improve truthfulness and safety

• Unless ‘watermarking’ is made obligatory, automatically detecting 
machine-generated text is not likely to succeed.

https://amsterdamnlp.github.iozuidema@uva.nl 
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