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What makes it possible?
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Four key recent innovations

1 Selfsupervision & Scaling up
2 Algorithms: the Transformer
3 In-context learning & prompt engineering

4 Reinforcement Learning from Human Feedback



What do these developments
mean for education?

What do we need to know about the technology to be able to assess its impact
and potential?



Can we (soon) trust the answers
these chatbots generate?

In restricted domains: probably. In open domains: not anytime soon.



1. Selfsupervision & scaling up

LLMs are trained on ‘next-word prediction’ on gigantic datasets to generate
plausible continuations. Truthfulness is a side-effect.
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Can we (soon) reliably detect
machine-generated text?

In cooperative settings: kind-of. In adversarial settings: no.



3. In-context learning & Prompt
engineering

Cleverly designed prompts (including instructions and examples) can make a
general purpose LLM behave in many different ways.
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Four key recent innovations

1 Selfsupervision & Scaling up
2 Algorithms: the Transformer
3 In-context learning & prompt engineering

4 Reinforcement Learning from Human Feedback



Conclusions

* Breathtaking progress, truly disruptive new technology in a field studied
since the 19405

* No magic, but based on 4 key innovations: scale, Transformers, in-
context learning, human feedback

* Big effort, but these models can be built for other languages, cultures and
adapted to specific domains

- LLMs are optimized to generate plausible and pleasing responses

* Much work needed and ongoing to improve truthfulness and safety

- Unless ‘watermarking’ is made obligatory, automatically detecting
machine-generated text is not likely to succeed.

zuidema@uva.nl https://amsterdamnlp.github.io




How to use ChatGPT
in your teaching?

lersma

Teaching & Learning Centre Science




I ChatGPT workshop for lecturers




I Two main areas

1. 2.

Student learning aid Lecturer inspiration




1. Student learning aid

Write flashcard questions for self-study
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‘What i3 the prooess by whsch different species have developed and diversified Beough
a7

What ks the theory of natural selection?
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‘What iz the driference between microevolution and macrogvoluton?

‘What is the rode of ratetion s evolation]

What s the difference botvwesen homologous and anafcgous struchures?
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Hete are ten flashcard questions about evalutichary bislagy that would require a relational
NeSpsoanse:

How does the concept of genetic drilt relate to the concept of natural selection?

How do the process of speciation and gens flow interact to shaps evalution?

In what ways oo gonetic variathon, mutation and natural setection work logethar ta
drive swalution?

How do anadogous structunes nelate 1o the concepd of comvergent evolution?

In what ways does the madern synihesis integrate Danwin's theory of evolution and the
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theory of genetics?

Hew dhoes the concept of sympatric speciation differ from allopatric speciation?

How does evolution by natural selection help oxpiain the diversity of ife on oarth?

How does evalution impact populations over time, both in lerms of genetic makeup and
fitrseras?

Hew dho punctuated equilibria and gradualtsm relate to evoluthon?

Hinw dio the genetic and emdronmental tactors interact to shape evolution?



I 1. Student learning aid

Grammar & spelling check

» Scientific writing teacher Edwin van Lacum

» Students were allowed to use ChatGPT for:
» Inspiration (writer's block)
» Rewriting pieces of text (checking grammar and spelling)

» Reflection assignment to explain how they used ChatGPT in their
assignment




2. Lecturer inspiration

Generate a creative programming assignment
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I 2. Lecturer inspiration

Give feedback on an assessment scale
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Take home

LLMs can be used as:
 Student learning aid
« Lecturer inspiration

It’s our responsibility to train students and colleagues to

i
use LLMs properly.
Questions? lic-sciencef@uva. ol and hitps /Mic. uva nlf w




