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Lecture 
recordings
~55hrs/mth

Short-form social, 
eg: Tik Tok
~40hrs/mth

Long-form 
YouTube or 
study 
content
~30hrs/mth

Additional 
study video
~30hrs/mth

“AI has the potential to revolutionise 
education itself by providing personalised 
learning experiences, automating 
administrative tasks, and supporting 
teachers in identifying students’ needs…

How can education systems leverage AI 
and other frontier technologies to enhance 
learning while addressing these ethical 
and practical challenges?”

OECD, Trends Shaping Education 2025

University student video viewing habits



Most common AI uses in Higher Ed

- Personalised learning & Tutoring
- 44% institutions are planning/trialling AI for personalized 

pathways

- AL Chatbots & virtual assistants
- 36% say chatbots are in use for student services

- Automated feedback & assessment
- 60% use plagiarism-checkers;

- Predictive analytics for students retention
- 22% institutions use AI tools for early alerts

- Content summarisation and curation
- 74% teaching staff; 61% students



Personalisation and student-centred education

“AI can adapt content and deliver individual 
student learning… This is a very strong 
opportunity for teachers; educators can 
focus more on the human dimension of 
their teaching practice…”

European Training Foundation (ETF), 2023

• Pressure to personalise is immense, but 
faculty time is limited

• Large class sizes make it impossible to 
provide individual support

• Urgent academic challenges are difficult 
to address

Personalisation is key But humanly unscalable



AI-powered video solutions to boost engagement, student learning, and retention

Webinars Virtual & hybrid events Learning video hubs

Content labVirtual Classroom Class GenieLMS video

Leading higher education using Kaltura 



Important to focus on authentic institutional data 
only, avoid hallucinations, and harness the rich 
teaching resources created by your staff

Hyper-personalised content intelligence

Maintaining secure access to institutional knowledge
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example using Kaltura’s Class Genie

Flashcards, video snippets and 
video quizzes

Content search limited 
only to resources available 
to the student

* Kaltura’s Class Genie is available within your own LMS
Suggestions for follow-up study

Hyper-personalised content intelligence



Improved Learning Outcomes 
- Adaptive pacing and sequencing improve test performance.

Learning suggestions based on quiz 
results and interaction history

Class Genie and key benefits for learners
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Improved Learning Outcomes 
- Adaptive pacing and sequencing improve test performance.

Increased Engagement & Motivation 
- Tailored content and self-testing keeps student interest

Enhanced Retention & Recall 
- Helps reinforce concepts via tailored video segments

Self-Paced & Just-in-Time Learning 
- Flexible pacing boosts learner control and confidence.

Accessibility & Differentiation 
- Supports diverse needs (ESL, special ed) via translation, captions, 

and simplified content

Learning suggestions based on quiz 
results and interaction history

Interactive elements (quizzes, 
prompts), personalizes playlists.

Personalized recaps based on 
misunderstood content

On-demand navigation, instant 
Q&A via chat interface, and self-

paced video control.

Multilingual captions, AI-generated 
transcripts, and can summarize 

videos

Class Genie and key benefits for learners
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And what about staff?

Video analysis & 

metadata enrichment

Better search, content 

navigation, 

discoverability, and 

engagement.

Content repurposing

Do more with less and 

increase your reach 

with content that’s 

personalized and 

preferred.

1 2

3 4Class Genie
(for students)

Content Lab
(for staff)



• Enrich video Metadata for discovery and 

accessibility

• Generate bite-sized Clips from your class 

recordings

• Automatically generate interactive Video 

Quizzes

• Add Chapters and Summaries to your long-

form videos

Content Lab
Content Lab helps educators turn existing video and 
audio into modular, high-impact learning assets—
without editing or extra workload. It’s a faster, smarter 
way to support personalization at scale.



AI governance in the 

learning ecosystem

Research and conclusions



• Sep ’23: AI design Assistant in Bb

• Okt ‘23: priority by IT governance steering committee 

• Fast, safe and well documented

• Dec ‘24: First brainstorm advisory group “AI in the learning environment”

• Jan ’24: Tool exploration 

• Enthusiasm

• Some bugs

• Feb ‘24: Online Research & legal & first pilots & draft framework

• March ‘24: AI design assistant live

• Today: alignment with Kaltura AI principles

ICTS KU Leuven

Short flashback 

AI governance 

learning ecosystem
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Framework conception

• WWW search (sources in slidefooters)

1) EU AI Act (we are part of EU, right ?)

2) Anthology Trust Center (Anthology refers to it)

• Kaltura ‘s counterpart: “Kaltura Legal”

3) Documentation closes the circle

1) Public documentation for instructors 

2) Documentation at activation

• Legal Services



EU AI Act
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EU AI Act

• Unacceptable risk (facial recognition, people classification, cognitive manipulation…)

• High risk (AI systems that negatively affect safety or fundamental rights)

• General purpose and generative AI
• Generative AI, like ChatGPT, would have to comply with transparency requirements:

✓ Disclosing that the content was generated by AI

✓ Designing the model to prevent it from generating illegal content

? Publishing summaries of copyrighted data used for training

• High-impact general-purpose AI models that might pose systemic risk, such as the more advanced AI model GPT-4, 
would have to undergo thorough evaluations and any serious incidents would have to be reported to the European 
Commission.

• Limited risk

✓ minimal transparency requirements that would allow users to make informed decisions. 

✓ After interacting with the applications, the user can then decide whether they want to continue using it. 

✓ Users should be made aware when they are interacting with AI. 

✓ This includes AI systems that generate or manipulate image, audio or video content, for example 
deepfakes.

Bron https://www.europarl.europa.eu/news/en/headlines/society/20230601STO93804/eu-ai-act-first-regulation-on-artificial-intelligence

https://www.europarl.europa.eu/news/en/headlines/society/20230601STO93804/eu-ai-act-first-regulation-on-artificial-intelligence


Anthology Trust Center 

& 

Kaltura Legal
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Anthology Trust Center & Kaltura Legal

• Sites which describe the approach and 

measures concerning security and privacy of 

data

• Privacy 

• AI principles

• Accessibility

• Legal

https://www.anthology.com/trust-center 

https://corp.kaltura.com/legal/compliance/ 

https://www.anthology.com/trust-center

https://corp.kaltura.com/legal/compliance/ 

https://www.anthology.com/trust-center
https://corp.kaltura.com/legal/compliance/
https://www.anthology.com/trust-center


AI 
Principles

EU AI Act

Nist AI Risk 
Management 

framework

OECD AI 
Principles

ICTS KU Leuven

Kaltura AI Principles
• Customer Data Protection: Customer’s data is not used for 

training AI models or shared to 3rd parties for training
• Accountability: AI models, AI systems and AI features are 

designed to function properly and in accordance with 
regulatory frameworks

• Transparency and Control: indicate when AI is used, ability to 
opt out 

• Fairness and Bias Mitigation: striving to develop and deploy 
AI that is fair, unbiased, and inclusive, respect for rule of law, 
human rights democratic values and diversity. Actively 
mitigate potential biases

• Security And Reliability: Secure and reliable approach to AI
• Continuous Improvement: Continually evaluating and refining 

our AI principles and practices
• Usage of Third-Party GenAI Features: e.g. AWS (Bedrock 

etc.) and a self-hosted model by OpenAI > identified, data not 
used for training

• NIST: National Institute of Standards and Technology (US)

• OECD: Organisation for Economic Co-operation and Development
https://www.anthology.com/trust-center/trustworthy-ai-approach



• AI RMF: AI Risk Management Framework NIST

• OECD: Organisation for Economic Co-operation and Development

• EO13960: Executive Order 13960 “Promoting the Use of Trustworthy Artificial Intelligence in the Federal Government”: US Chief Information Officers Council

ICTS KU Leuven

Fairness

Reliability

Humans in Control

Transparency and Explainability

Privacy, Security and Safety

Value alignment

Privacy, Security and Safety

Privacy, Security and Safety

Accountability

Anthology Thrustworthy AI 
Framework

https://www.nist.gov/system/files/documents/2022/08/18/AI_RMF_2nd_draft.pdf 

Customer Data Protection

Kaltura AI Principles

Accountability

Transparency and Control

Fairness and Bias Mitigation

Security and Reliability

Fairness and Bias Mitigation

Security and Reliability

Transparency and Control

Usage of Third-Party GenAI Features

Continuous improvement

https://www.nist.gov/system/files/documents/2022/08/18/AI_RMF_2nd_draft.pdf


• Customer Responsibilities

• Informed Consent 

• Obtaining necessary consent and permissions

• Appropriate Use

• Use AI features for their intended purposes

• Human Oversight 

• AI outputs should be subject to human review

• Feedback and Collaboration 

• Providing Kaltura with feedback on AI features to help improvement

• Evolving Together & Principles Updates

ICTS KU Leuven

Evolve Together 



Public documentation for 

instructors and administrators

ICTS KU Leuven



• Public documentation for instructors 

• Public documentation Anthology

• Principles (humans in control, fairness, privacy, security, and safety)

• Microsoft pages
• Microsoft’s Responsible AI page 

• Microsoft’s Transparency Note for Azure Open AI Service

• Microsoft’s page on Data, privacy, and security for Azure OpenAI Service

• Public documentation Microsoft

• Same principles

• Solid background (not thàt transparent ;-))

• Documentation at activation

• Disclaimer at activation

• Public documentation for Adminstrators

ICTS KU Leuven

Documentation closes the cirlce

https://www.microsoft.com/en-us/ai/responsible-ai
https://learn.microsoft.com/en-us/legal/cognitive-services/openai/transparency-note?tabs=text
https://learn.microsoft.com/en-us/legal/cognitive-services/openai/data-privacy


• Explained the online research 

• Q: Can we activate this?

• Q: What about future requests?

3 main concerns (covered)

o Data privacy

o What happens in environment stays in environment

o Humans in control

o Instructors carry final decision

o When students interact, instructors should be able to monitor or to sample 

o Transparancy

o Clear to everyone that AI is used

ICTS KU Leuven

Legal Services
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• What are the minimal conditions that an AI tool must meet in order to be 

accepted in an educational context?

• Consider these questions as

• an IT lead, 

• an instructor, 

• a legal team

• an academic policy maker…

Workshop Activity
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• In an ideal world, what would be the principles that AI technologies must 

meet in order to be accepted in an educational context?

Workshop Activity
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• What do we need to create this ideal scenario ? 

Workshop Activity



AI governance in the 

learning ecosystem

Framework and implementation



University-wide network for 

educational development

• 150 educational developers in 

faculties and in the 3 science 

groups

• 190 study program directors

• 15 faculty boards (dean, vice-

dean education, administrative 

director)
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Advisory group: testing
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Pilots
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First iteration of decision framework

Support & Guidelines

Reliable 

high-quality content

Transparency
Human

control

• Cost

• Broad applicability

• …

• Privacy

• Accessibility

• Durability

Copyright
!

Bias
!

Hallucinations
!



Decision procedure for activating AI-based features in the learning environment

Are there any legal objections?

• GDPR/AVG

• Copyright / intelectual 

property

• Data is used for training 

external LLM?

• …

Toledo team

Is there an extra cost?

Toledo team

Is the feature 

sufficiently stable 

(scalable, consistent 

results, no obvious 

bugs, ...)?

Toledo team +EFT

Is the feature 

supportable (clarity, 

usability, ...)?

Toledo team +EFT

Does the feature meet 

minimum accessibility 

requirements?

Toledo team +EFT

The feature will 

not be activated.

The feature is 

activated.

Pilots

PSGOS: Additional resources?

EFT: Still relevant?

Sounding board 

(Stakeholder Review)

a) Is the quality of the output acceptable (meaningful, relevant, etc.)?

b) Does the teacher have final control over the process or is the process transparent and 

consultable for the teacher?

c) Is it transparent to the user (who interacts directly with the AI) 

that AI is being used?

No No

No

Yes

Yes

No

No

Yes

Yes

Yes

yes

Yes

Yes

Toledo team +EFT

No

No

No

S
T
A

R
T

 H
E

R
E



Guidelines and support
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Support



Kaltura’s AI beta program for Class Genie

• Collaboration with nearly 100 global 
institutions

• Beta testing of Kaltura’s Class Genie with 
educational testing scenarios defined by 
each institution

• Stakeholder groups share feedback with 
Kaltura

• Aim to review pedagogical, ethical, and 
technical challenges

• Aim for full product release later in 2025

From: https://www.jisc.ac.uk/ai-maturity-toolkit-for-tertiary-education
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Mayer's (2009) Principles of Multimedia Learning 

and Class Genie

Coherence Principle
Remove extraneous words, pictures, and sounds to reduce cognitive overload 
and help learners focus on relevant material

Signaling Principle
Use visual or auditory cues (e.g., highlights, arrows, bolding) to draw 
attention to key information and help guide learners

Redundancy Principle
Avoid presenting the same information as spoken text and on-screen text 
simultaneously, as it can overwhelm learners

Spatial Contiguity Principle
Place corresponding text and images close together on the screen to help 
learners make connections more easily

Temporal Contiguity Principle
Present corresponding narration and visuals at the same time rather than 
successively to support understanding

Segmenting Principle
Break content into user-controlled, bite-sized segments to improve 
engagement and learning outcomes

Pre-training Principle
Introduce key terms and concepts before the main lesson to help learners build 
foundational knowledge in advance

Modality Principle
Present words as spoken audio rather than written text when paired with visuals, to make 
better use of working memory

Multimedia Principle
Use both words and relevant images rather than words alone, which enhances 
understanding and retention

Personalization Principle
Use a conversational tone and virtual instructors to increase learner engagement and 
motivation

Voice Principle
Use a human voice (rather than a machine or foreign-sounding voice) for narration to 
improve learner connection and comprehension

Image Principle
The presence of a speaker’s image doesn’t necessarily improve learning and should only 
be included if it serves a clear instructional purpose
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QR codes with link to documention



• Is the governance process light and transparant enough ?

• Role of the stakeholder review board

• Is it flexible enough to cover new AI developments ?

• Did we cover all "risks" in our current assessment cycle ?

• What else should we be concerned about ?

ICTS KU Leuven

AI Governance and the future


	Default Section
	Slide 1
	Slide 2
	Slide 3: Agenda
	Slide 4
	Slide 5
	Slide 6
	Slide 7
	Slide 8
	Slide 9
	Slide 10
	Slide 11
	Slide 12
	Slide 13
	Slide 14
	Slide 15
	Slide 16
	Slide 17: AI governance in the learning ecosystem
	Slide 18: Short flashback 
	Slide 19: Framework conception
	Slide 20: EU AI Act
	Slide 21: EU AI Act
	Slide 22: Anthology Trust Center  &  Kaltura Legal  
	Slide 23: Anthology Trust Center & Kaltura Legal
	Slide 24: Kaltura AI Principles
	Slide 25
	Slide 26: Evolve Together 
	Slide 27: Public documentation for instructors and administrators
	Slide 28: Documentation closes the cirlce
	Slide 29: Legal Services
	Slide 30: Workshop Activity
	Slide 31: Workshop Activity
	Slide 32: Workshop Activity
	Slide 33: AI governance in the learning ecosystem
	Slide 34
	Slide 35
	Slide 36: Advisory group: testing
	Slide 37: Pilots
	Slide 38: First iteration of decision framework
	Slide 39
	Slide 40: Guidelines and support
	Slide 41: Guidelines
	Slide 42: Guidelines
	Slide 43: Guidelines
	Slide 44: Support
	Slide 45
	Slide 46
	Slide 47: QR codes with link to documention 
	Slide 48: AI Governance and the future


